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a b s t r a c t

The computation of the mass flow rate in the Poiseuille and thermal creep flows and of the pressure
difference in the thermomolecular pressure difference (TPD) flow through long capillaries is well-
known and available in the literature. Here, the uncertainty in the solution due to induced uncertainties
in the input data, namely, the capillary radius and length, the pressure and/or temperature imposed
at the capillary ends and the accommodation coefficient of the Maxwell diffuse-specular boundary
conditions, is investigated. The uncertainty analysis is performed by the Monte Carlo Method. Conduct-
ing the required number of trials the distribution function of the output quantity and its associated
uncertainty are obtained. In most cases, the uncertainty in the input quantity driving the flow has the
largest effect on the output uncertainties. This is always true in the TPD flow and for small pressure
and temperature differences in the Poiseuille and thermal creep flows respectively. In the case of
large driving thermodynamic forces, in the latter two flows, the radius becomes the most important
source of uncertainty. The accommodation coefficient uncertainty is always the less important one.
Documenting the expected effect of the uncertainty in each input parameter is certainly beneficial in
computational as well as experimental work.

© 2019 ElsevierMasson SAS. All rights reserved.

1. Introduction

In rarefied gas dynamics, as in any number of fields, uncer-
tainties arise both in computational and experimental work. The
uncertainties may be introduced through the input data or gen-
erated during the development of the task. Then, they propagate
along the implemented process and they finally appear at the
output computed or measured quantities. Depending on various
parameters the uncertainties in the output quantities, compared
to the input ones, may be of the same order or either increased
or decreased.

In typical computational fluid dynamics uncertainties are in-
troduced due to the assumptions and simplifications in the phys-
ical and mathematical modeling, the discretization of the prob-
lem, the boundary conditions, the floating point operations and
others [1–3]. Similarly, in experimental work, uncertainties are
introduced due to various sources, such as the specifications of
the measuring instruments, the changing environmental condi-
tions, the estimation of the quantity of interest in an indirect
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manner through some other measured quantity and some expres-
sion connecting the two quantities (e.g. mass flow rate through
pressure), which may involve approximations and the flaws in the
experimental setup resulting to significant variations in repeated
measurements [4–6].

In rarefied gas dynamics, uncertainties are introduced due to
all above causes, as well as due to additional factors such as
the small geometrical sizes, low operating pressures and the un-
known type of gas–surface interaction. Concerning experimental
work, sensitivity analysis of the measured quantities is commonly
performed. The uncertainty in the measured mass flow and pres-
sure difference of rarefied gas flows through microchannels, due
to the input data uncertainties, has been provided in several
experimental works [7–10]. In addition, combining experimental
and computational work the tangential momentum accommoda-
tion coefficients with their associated uncertainties for various
gases and surfaces have been reported in [11].

Concerning computational work in rarefied gas dynamics,
although documenting the uncertainty in the output quantities
with regard to the uncertainty in the input data, should be
valuable, in order to judge their expected validity and accu-
racy, only a limited number of systematic studies have been
reported. Uncertainty quantification has been examined in mi-
croscale squeeze film damping [12] and in sharp leading-edge
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hypersonic flows [13,14]. Also, uncertainty analysis has been
performed in the computation of the flow field in the neutrino
mass KATRIN experiment [15], as well as in metrology under
low pressure conditions, in the computation of the effective
areas of piston gauges [16,17]. Furthermore, a more detailed
uncertainty assessment has been considered in the friction factor
for flow through microchannels in the slip regime [18–20]. As
far as the authors are aware of, no other systematic investi-
gations are available in the literature. Computing the expected
output uncertainties in various flow setups is obviously crucial
for robust modeling and simulation, but also beneficial in the
design of experimental rigs and devices by identifying favorable
measurement conditions and process specifications respectively.

In general, the effect of the uncertainties in the input quan-
tities or in the uncertainties generated during the task imple-
mentation, on the uncertainty in the output quantity is called
uncertainty propagation. Several methods have been reported for
uncertainty propagation [21,22]. The most notable ones include
the interval analysis [23], the sensitivity derivatives [24], the
moment methods [25], the polynomial chaos decomposition [26]
and the Monte Carlo Method (MCM) [21,27]. The latter approach
is considered as general, robust and accurate, requiring however
high computational cost.

Based on all above, in the present work, the uncertainty prop-
agation in the classical pressure and temperature driven flows
through long tubes [28] is considered. More specifically, the effect
of uncertainty in the input parameters (radius and length of the
tube, pressure and temperature at the tube ends and accommo-
dation coefficient of the Maxwell boundary conditions) on the
uncertainty in the output mass flow rate and pressure difference
is examined in a systematic manner. The specific flow setups
include the Poiseuille flow [28], the thermomolecular pressure
difference (TPD) [29] and the thermal creep flows [29], which are
encountered in numerous technological applications including
vacuum pumping systems [30,31], porous media [32] and gaseous
microfluidics [33–35]. The uncertainty analysis is performed via
the MCM, which is considered as suitable for the present work,
since no model assumptions are needed and may be applied to
models involving the solution of differential equations.

The rest of the paper is structured as follows. The kinetic
formulation of the fully developed flows and the uncertainty
propagation analysis are given in Sections 2 and 3 respectively.
The computed results of uncertainty in the output quantities are
presented in Section 4, which includes subsections 4.1, 4.2 and 4.3
associated to the Poiseuille, TPD and thermal creep flows respec-
tively. The main concluding remarks are outlined in Section 5.

2. Flow configuration and kinetic formulation

Consider a long tube of length L and radius R, with R ≪ L,
connecting two vessels A and B, maintained at pressures PA, PB
(PA ≥ PB) and temperatures TA, TB (TA ≤ TB). Along the tube wall a
linear temperature distribution between the temperatures of the
two vessels is applied. The vessels and the tube are filled with a
rarefied monatomic gas. Due to the imposed pressure difference
between the tube ends and temperature variation along the tube
wall, pressure and thermally driven flows are induced, which
correspond to the well-known cylindrical Poiseuille (PA > PB,
TA = TB) [28] and thermal creep (PA = PB, TA < TB) flows
respectively [29]. In addition, in the special case of zero net mass
flow rate, the TPD flow is induced (TA < TB, PA < PB) [29]. The
computational solution of these fully-developed rarefied gas flow
problems in the whole range of the Knudsen number has been
extensively investigated and is available in the literature. Here,
we are interested in the uncertainty in the solution due to the
uncertainties which are introduced in the input quantities. The

uncertainties in the input data propagate through the computa-
tional model and they finally appear in the computational results
of practical interest.

By superimposing the pressure and temperature driven flows,
the mass flow rate ṁ and pressure distribution P (z) along the
tube may be obtained by solving the first-order ordinary differ-
ential equation [29,36,37]
dP (z)
dz

= −
υ0 (z)

πR3GP (δ, α)
ṁ +

P (z)
T (z)

GT (δ, α)

GP (δ, α)

dT (z)
dz

(1)

along the tube axis z ∈ [0, L], subject to boundary conditions
P (0) = PA and P (L) = PB. Here, T (z) = TA + (TB − TA) z/L is the
known temperature distribution along the tube wall and υ0 =√
2RgT is the most probable molecular speed at temperature T

with Rg denoting the specific gas constant. Also, GP (δ, α) and
GT (δ, α) are the dimensionless flow rates (also known as kinetic
coefficients) for the pressure and temperature driven flows re-
spectively [28,29,37] and they depend on the local gas rarefaction
parameter δ (z) ∈ [0, ∞] and the gas-surface accommodation
coefficient α ∈ [0, 1]. The local gas rarefaction parameter is given
by

δ (z) =
P (z) R

µ (z) υ0 (z)
, (2)

where µ (z) denotes the local viscosity which is given in terms
of the inlet conditions as µ (z) = µA

√
T (z) /TA, assuming hard-

sphere interaction. The accommodation coefficient α,
implemented in the diffuse-specular Maxwell boundary condi-
tions, is denoting the percentage of particles undergoing diffuse
reflection. The limiting values of α = 0 and α = 1, correspond
to purely specular and purely diffuse reflection respectively. The
coefficients GP and GT in terms of δ and α are obtained from the
solution of the linearized Shakhov model equation [37] and the
corresponding results are available in [28,29,37]. The Shakhov
model and the Maxwell diffuse-specular boundary conditions
have been chosen since they are most commonly implemented
in the simulation of pressure and temperature driven gas flows
through long capillaries providing reliable results in the whole
range of gas rarefaction [16,38] with modest computational effort.
In flow setups where more advanced kinetic modeling [39] is
needed the present analysis may also be applied with increased
computational effort.

Provided that the pressures PA and PB are given, Eq. (1) is
solved using a shooting method in order to find the mass flow
rate ṁ and the pressure distribution P (z). Alternatively, in cases
where the mass flow rate ṁ and one of the two pressures
PA or PB are given, Eq. (1) is directly integrated via a Runge
Kutta scheme to obtain the pressure distribution P (z) includ-
ing the second unknown pressure. Three types of flow, namely
the Poiseuille flow [28,37], the thermomolecular pressure differ-
ence (TPD) flow [29] and the thermal creep flow [29,33,37], are
considered.

The Poiseuille flow is driven only by the imposed pressure
gradient, while the tube wall is assumed isothermal, i.e., T (z) =

TA and dT/dz = 0. Then, Eq. (1) is reduced to
dP (z)
dz

= −
υ0

πR3GP (δ, α)
ṁ (3)

subject to P (0) = PA and P (L) = PB, which is solved by a shooting
method to find ṁ and P (z). In this flow setup υ0 (z) = υ0 (0),
µ (z) = µ (0) and δ (z) = δAP (z) /PA.

The TPD flow is driven both by the imposed temperature
gradient and the deduced pressure gradient, producing a flow in
the opposite direction, with the overall net mass flow rate being
equal to zero. By setting ṁ = 0, Eq. (1) is reduced to
dP (z)
dT

=
P (z)
T (z)

GT (δ, α)

GP (δ, α)
(4)



192 G. Tatsios and D. Valougeorgis / European Journal of Mechanics / B Fluids 79 (2020) 190–201

subject to P (0) = PA, which is directly integrated to find P (z)
and more importantly the pressure difference ∆P = P (L)−P (0).

Finally, the thermal creep flow is driven by the imposed tem-
perature gradient along the tube, while the inlet and outlet pres-
sures are maintained equal to each other, i.e., PA = PB. Although
the two end pressures are equal, there is a pressure variation
along the tube and therefore, a pressure driven flow is also
deduced. Thus, Eq. (1) is solved in its original form subject to
P (0) = P (L) = PA, which is solved by a shooting method to find
ṁ and P (z).

Solving either of Eqs. (1), (3) or (4), the kinetic coefficients GP
and GT are always accordingly updated along the tube based on
the local values of δ estimated by Eq. (2), using the local value
of pressure, which is computed at each integration step and of
temperature, which is given. The gas rarefaction parameter δA, at
z = 0, is taken as reference.

In all cases the main input quantities, involved in the com-
putation of the mass flow rates and the pressure distributions,
include the length L and the radius R of the tube, the pressure and
temperature at the tube ends PA, PB and TA, TB respectively and the
accommodation coefficient α. All other quantities involved in the
simulations, such as the kinetic coefficients, the local gas rarefac-
tion parameter, as well as the viscosity and the most probable
molecular speed of the working gas are expressed in terms of the
main input data. Obviously, the uncertainties introduced in the
main input quantities, will propagate through the computation
scheme and will affect the output quantities. The uncertainty in
the output quantities may be reduced, or be of the same order,
or, more importantly, be magnified, compared to the uncertainty
in the input quantities. The implemented uncertainty analysis is
presented in the next section.

3. Uncertainty analysis

Let an input quantity be denoted as xm, m = 1, 2, . . . ,M , with
M being the number of input quantities. The nominal value of an
input quantity and the associated uncertainty are denoted by xm,n
and u (xm) respectively. Thus, any input quantity can be defined
as xm = xm,n ± u (xm). The output quantity is denoted by y and is
a function of the input quantities xm, i.e., y = f (x1, x2, . . . , xM),
while the associated uncertainty is u (y). The objective is to docu-
ment the uncertainty u (y) of the output quantity y, based on the
uncertainties u (xm) of the input quantities xm as they propagate
through the computational model y = f (x1, x2, . . . , xM).

The uncertainty propagation analysis is performed using the
Monte Carlo Method (MCM) [40,41]. The MCM is a stochas-
tic method, according to which a large number of trials i =

1, 2, . . . ,Nt is carried out. For each trial, the values of the input
quantities that are subject to uncertainty are sampled from their
respective distributions and a value for the output quantity is
found. After the required number of trials is carried out, the
distribution function of the output quantity is obtained and its
associated uncertainty is calculated.

The uncertainty of the output quantity is usually defined as
the 95% or the 99% coverage interval and it is estimated using
the standard deviation of the output quantity distribution func-
tion [41], which is obtained using the MCM. The output quantity
is presented in terms of the mean value and the associated
uncertainty as

y = y ± u (y) , (5)

where the mean value is

y =
1
Nt

Nt∑
i=1

yi (6)

with yi denoting the output of the ith trial and the associated
uncertainty is

u (y) = kσy, (7)

with the standard deviation given by

σy =

√ 1
Nt − 1

Nt∑
i=1

(yi − y)2. (8)

The coefficient k in Eq. (7) is the coverage factor and common
values are k = 2 and k = 3 for the 95% and 99% coverage intervals
respectively [40]. These values are used when a sufficient number
of trials is performed (e.g., Nt ≈ 103), while for smaller number
of trials the coefficient k is taken from the Student distribution
with Nt degrees of freedom. It is noted that using Eq. (8) along
with the aforementioned values of k is a conservative approach
that slightly overestimates the output uncertainty compared to
finding the uncertainty from the discrete form of the output
cumulative distribution function. This is done in order to account
for the relative small number of trials conducted.

The input quantities as well as their uncertainty are usually
known and are reported as xm = xm,n±u (xm), while the distribu-
tion of the input quantities is not always known. In cases where
the form of the distribution is known, the value of xm used in each
trial is sampled from its respective distribution. In the general
case, where this distribution is not known, a uniform distribution
is assumed [41] between xm ∈

[
xm,n − u (xm) , xm,n + u (xm)

]
and

the value for each trial is sampled from this distribution as xm =

xm,n + u (xm)
(
1 − 2Rf

)
, where Rf is a random number between

0 and 1. In the present work, a sufficient number of trials is
performed and all input quantities are assumed to follow uniform
distributions.

Furthermore, all uncertainties in the input and output quanti-
ties are reported as relative uncertainties defined as
u (xm)

xm
× 100% and

u (y)
y

× 100%. (9)

It is noted, that the effect of the uncertainty in each input quantity
is considered individually. When one of the input quantities is
subject to uncertainty, the uncertainties of all other input quan-
tities are assumed to be zero. This way the effect that each input
quantity has on the uncertainty in the output quantity of interest
is separately obtained and a comparison between the effects of
each input quantity is allowed. The combined uncertainty uc (y)
of the output quantity when more than one input quantities xm
with the associated uncertainties u (xm) are considered, may be
calculated as [40,41]

uc (y) =

√ M∑
m=1

(
uxm (y)

)2 (10)

where uxm (y) is the uncertainty in the quantity y due to the
uncertainty in the input quantity xm. Eq. (10) is valid when the
input quantities are uncorrelated.

4. Results and discussion

The above described methodology is applied to the pressure
and temperature driven flows through long tubes to compute
the uncertainty in the output quantities. More specifically, the
uncertainty in the output quantity of interest, i.e., of either the
mass flow rate or the pressure difference, due to the uncertainties
in the main input data, namely the uncertainties in pressure u (P),
temperature u (T ), radius u (R), length u (L) and accommodation
coefficient u (α) is obtained. In subsections 4.1, 4.2 and 4.3 the
Poiseuille, TPD and thermal creep flows with their associated
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Fig. 1. Uncertainty u (ṁ) /ṁ of the output mass flow rate in the Poiseuille flow in terms of δA , with the uncertainty in the input quantities of radius u (R) /R, pressure
u (P) /P , temperature u (T ) /T and accommodation coefficient u (α) /α equal, in each case, to 0.1%, 1%, 2% and 5%.

input and output uncertainties are respectively considered. In
each flow configuration Nt = 103 trials are conducted, while in
each trial a value for the input quantity subject to uncertainty
is sampled from a uniform distribution. Then, solving the corre-
sponding model equation, i.e., Eq. (1), (3) or (4), the discrete form
of the output quantity distribution function is recovered, which is
used to calculate the respective uncertainty. The results include
only the uncertainties and not the distributions themselves, since
they are not of practical interest and they are always given in
terms of the rarefaction parameter at the inlet (δA) calculated
through Eq. (2) using the nominal values of the parameters at
z = 0. Also, all reported values of the output quantity uncertainty
correspond to 95% coverage intervals. The values of the relative
uncertainty in the input quantities are chosen to be 0.1%, 1%,
2% and 5% in order to investigate the behavior of the relative
uncertainty in the output quantity in terms of the input ones.

4.1. Uncertainty of mass flow rate in Poiseuille flow

The purely pressure driven Poiseuille flow, based on Eq. (3), is
first considered. Simulations are conducted in a wide range of the
reference rarefaction parameter δA, ranging from the free molecu-
lar up to the continuum regimes. The effect of the uncertainties in
the main input quantities of pressure, temperature, radius, length

and accommodation coefficient on the uncertainty u (ṁ) /ṁ of
the produced mass flow rate is analyzed. Furthermore, the effect
of the pressure ratio driving the flow on the mass flow rate
uncertainty is considered. It is noted that in the Poiseuille flow,
the inlet and outlet pressures PA and PB respectively, are subject
to the same level of uncertainty and their respective values are
sampled individually.

The effect of the relative uncertainty u (L) /L of the input
length on the mass flow rate, unlike all other input parameters,
may be analytically treated. Considering Eq. (3) and utilizing the
sensitivity derivatives approach [40], it is readily deduced that the
relative uncertainty in the mass flow rate due to uncertainties in
the tube length may be written in a closed form as
u (ṁ)

ṁ
=

u (L)
L

. (11)

It is clearly seen that the output uncertainty is of the same order
of the input one. It is also noted that for long capillaries, length
measurements typically have, compared to the other parameters,
small measurement uncertainty.

Next, based on the uncertainty analysis described in Section 3,
the uncertainty u (ṁ) /ṁ of the output mass flow rate in terms of
δA is plotted in Fig. 1 for four values of the relative uncertainty in
all other main input quantities. More specifically, the presented
results are for the input quantities of pressure, temperature,
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Fig. 2. Uncertainty u (ṁ) /ṁ of the output mass flow rate in the Poiseuille flow in terms of u (α) /α, u (P) /P , u (R) /R and u (T ) /T for δA = 0.01, 1, 10 and 100.

radius and accommodation coefficient with the associated un-
certainties u (P) /P , u (T ) /T , u (R) /R and u (α) /α respectively,
taking in each case the values of 0.1%, 1%, 2% and 5%. The ratio
of the length over the nominal radius of the tube is L/Rn = 20,
the ratio of the nominal pressures at z = 0 and z = L/Rn driving
the flow is PB,n/PA,n = 0.5 and the nominal accommodation
coefficient is αn = 1.

In all cases, larger uncertainties in the input quantities lead to
larger uncertainties in the mass flow rate, observing for all values
of each input uncertainty the same qualitative behavior. The
radius, temperature and pressure uncertainties affect significantly
the mass flow rate uncertainty in the whole range of the gas
rarefaction parameter δA. For δA ≤ 1, the uncertainty in the
mass flow rate due to the uncertainties in P , R and T , remains
almost constant and then, for δA > 1 exhibits a slight increase.
The effect of the accommodation coefficient uncertainty α is
important only for δA ≤ 1 and then as δA is increased, its effect is
decreased becoming negligible in the slip and continuum regimes.
In all flow regimes, the radius uncertainty has clearly the most
significant effect on the mass flow rate uncertainty, followed by
the pressure and temperature uncertainties which have about the
same effect. It is seen that u (ṁ) /ṁ is magnified more than three
times compared to u (R) /R and about two times compared to
u (P) /P and u (T ) /T . Finally, the effect of the uncertainty in the
accommodation coefficient of the Maxwell boundary conditions

for αn = 1, is the smallest one in all flow regimes and u (ṁ) /ṁ
is always equal or smaller than u (α) /α. The maximum values
of the mass flow rate uncertainties for 5% uncertainty in radius,
temperature, pressure and accommodation coefficient, are about
22%, 14%, 12% and 5% respectively.

Based on the results of Fig. 1, it may be deduced that u (ṁ) /ṁ
grows linearly with all input relative uncertainties. This is clearly
demonstrated in Fig. 2, where the relative uncertainty in the mass
flow rate u (ṁ) /ṁ is given in terms of the relative uncertainties
in accommodation coefficient u (α) /α, pressure u (P) /P , tube
radius u (R) /R and temperature u (T ) /T for various values of δA,
with L/Rn = 20, PB,n/PA,n = 0.5 and αn = 1. This observation
remains valid for all input parameters, within the examined range
of their relative uncertainty.

Since the Poiseuille flow is a pressure driven flow, it is impor-
tant to investigate in detail the effect of the input pressure ratio
PB,n/PA,n on the mass flow rate uncertainty due to the uncertainty
in the input pressures. In Fig. 3, the uncertainty u (ṁ) /ṁ of the
mass flow rate in terms of δA is plotted for nominal pressure ratios
PB,n/PA,n = 0.3, 0.5, 0.7 and 0.9, with the input uncertainty in
pressure u (P) /P taking the values of 0.1%, 1%, 2% and 5%. The
dimensionless length and the accommodation coefficient are as
before (L/Rn = 20 and αn = 1). As the nominal pressure ratio
increases, i.e., the pressure difference decreases, the uncertainty
in the mass flow rate due to the input pressure uncertainty is sig-
nificantly increased. The values of the mass flow rate uncertainty



G. Tatsios and D. Valougeorgis / European Journal of Mechanics / B Fluids 79 (2020) 190–201 195

Fig. 3. Uncertainty u (ṁ) /ṁ of the output mass flow rate in the Poiseuille flow in terms of δA for PB,n/PA,n = 0.3, 0.5, 0.7 and 0.9, with the uncertainty in the input
pressure u (P) /P = 0.1%, 1%, 2% and 5%.

Fig. 4. Uncertainty u (ṁ) /ṁ of the output mass flow rate in the Poiseuille
flow in terms of δA for αn = 0.7, 0.8, 0.9 and 1, with the uncertainty in the
accommodation coefficient u (α) /α = 5%.

for 5% uncertainty in pressure reach up to 11%, 12%, 16% and 42%
for pressure ratios 0.3, 0.5, 0.7 and 0.9 respectively. It is seen
that for pressure ratio 0.9, the pressure uncertainty becomes the
dominant factor of the mass flow rate uncertainty. Overall, it may
be stated that in the Poiseuille flow the output mass flow rate
uncertainty is mostly affected by the input radius and pressure
uncertainties in large and small pressure differences respectively.

In Fig. 4, the mass flow rate uncertainty due to the uncertainty
in the accommodation coefficient for αn ≤ 1 is investigated. It
is seen that u (ṁ) /ṁ for αn < 1 is roughly doubled compared
to the corresponding one for αn = 1. This is expected, since in
purely diffuse accommodation any time that a value larger than
one, according to the general definition α = 1±u (α) is sampled,
is discarded as unphysical and a new value is sampled in order
always to be less or equal to one. Furthermore, comparing the re-
sults between different values of αn < 1 it is seen that in the free
molecular and transition regimes the mass flow rate uncertainty
is slightly reduced as the reflection becomes more specular, while
in the slip and viscous regimes very small deviations between the
different values of αn < 1 are observed. The described overall
behavior of u (ṁ) /ṁ with respect to input uncertainties u (α) /α

for αn ≤ 1 in the Poiseuille flow, also appears in the computed
output quantities of the thermal creep and TPD flows.
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Fig. 5. Uncertainty u (∆P) /∆P of the output pressure difference in the TPD flow in terms of δA , with the uncertainty in the input quantities of radius u (R) /R,
pressure u (P) /P , temperature u (T ) /T and accommodation coefficient u (α) /α equal, in each case, to 0.1%, 1%, 2% and 5%.

4.2. Uncertainty of pressure difference in TPD flow

Next, the thermomolecular pressure difference flow, based on
Eq. (4), is considered. Simulations have been conducted in a wide
range of δA, ranging from the free molecular up to the continuum
regimes, analyzing the effect of the uncertainties in main input
quantities of pressure, temperature, radius and accommodation
coefficient on the uncertainty u (∆P) /∆P of the generated pres-
sure difference ∆P . It is noted that the TPD flow results are
independent of the length of tube (see Eq. (4)) and therefore,
the uncertainty in the tube length is not considered. The effect
of the nominal input temperature ratio TB,n/TA,n on the pressure
difference uncertainty is also investigated. The input uncertainty
in temperatures TA and TB are both of the same level but their
values are sampled individually, while the pressure uncertainty
has an effect only on the inlet pressure (the outlet pressure is
an output quantity). The ratio of the length over the nominal
radius of the tube is L/Rn = 20 and the nominal accommodation
coefficient is αn = 1.

The relative uncertainty u (∆P) /∆P of the output pressure
difference in terms of δA is plotted in Fig. 5 for four values of the
relative uncertainty in all main input quantities, with the nominal
temperature ratio driving the flow equal to TB,n/TA,n = 1.5.
More specifically, the presented results are for the uncertainties

in pressure u (P) /P , temperature u (T ) /T , radius u (R) /R and
accommodation coefficient u (α) /α respectively, taking in each
case, the values of 0.1%, 1%, 2% and 5%.

In all cases, as expected, larger uncertainties in the input
quantities lead to larger uncertainties in the pressure difference.
Clearly, the uncertainty in temperature, compared to all others,
is by far the most dominant one, affecting most significantly the
uncertainty in the output pressure difference. It is seen that in
all cases u (∆P) /∆P is magnified more than five times compared
to the corresponding u (T ) /T in the input temperature. This
uncertainty magnification remains about the same in the whole
range of gas rarefaction. The uncertainties in pressure and radius
do not affect significantly the uncertainty in the pressure differ-
ence. With regard to the pressure uncertainty, as δA is increased,
u (∆P) /∆P is initially decreased reaching some minimum around
δA = 5, then it is increased up to some maximum and finally,
at large values of δA is slightly decreased. This rather compli-
cated behavior is attributed to the dependency of the kinetic
coefficients GP and GT , as well as of their ratio GT/GP , intro-
duced in Eq. (4) of the TPD flow, on the pressure through the
gas rarefaction parameter. Approximately, in the whole range
of δA, the output u (∆P) /∆P is about the same with the input
u (P) /P . With regard to the radius uncertainty, as δA is increased,
u (∆P) /∆P is initially negligible and then it is increased up to
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Fig. 6. Uncertainty u (∆P) /∆P of the output pressure difference in the TPD flow in terms of δA for TB,n/TA,n = 1.2, 1.3, 1.5 and 2, with the uncertainty in the input
temperatures u (T ) /T = 0.1%, 1%, 2% and 5%.

δA = 50, where it is about two times larger than u (R) /R and
finally, it is slightly decreased. For δA < 1 the pressure uncertainty
is the second important one, followed by the radius uncertainty
and for δA > 1 the situation is reversed. As in the Poiseuille flow,
the uncertainty in the accommodation coefficient of the Maxwell
boundary conditions in the TPD flow, is less important compared
to all others, with the output u (∆P) /∆P being always abated
compared to the corresponding input u (α) /α. It is interesting to
note however, that when accommodation coefficient uncertain-
ties are considered, contrary to the Poiseuille flow, u (∆P) /∆P
exhibits a peak in the transition regime, while the correspond-
ing uncertainties in the free molecular and continuum regimes
take very small values. This unexpected behavior is attributed to
the fact that although in small values of δA the accommodation
coefficient has a more considerable effect on each of the kinetic
coefficients GP and GT , their ratio is much less affected, while in
the transition regime their ratio is more affected. The maximum
values of the pressure difference uncertainties for 5% uncertainty
in temperature, radius, pressure and accommodation coefficient,
are about 28%, 13%, 7% and 3% respectively. It is noted that
similarly to the mass flow rate uncertainty in the Poiseuille flow,
the relative uncertainty in the generated pressure difference in
the TPD flow increases linearly with the relative uncertainty in
the input quantities.

Furthermore, since the TPD flow is a thermally driven flow, the
effect of the input temperature ratio on the uncertainty of the
output pressure difference is investigated. In Fig. 6, the relative
uncertainty u (∆P) /∆P of the pressure difference in terms of δA
is plotted for nominal temperature ratios TB,n/TA,n = 1.2, 1.3,
1.5 and 2, with the input uncertainty in temperature u (T ) /T
taking the values of 0.1%, 1%, 2% and 5%. As the nominal temper-
ature ratio is decreased, i.e., the temperature difference is also
decreased, the output uncertainty u (∆P) /∆P due to the input
uncertainty u (T ) /T is drastically magnified. The values of the
pressure difference uncertainty for 5% uncertainty in temperature
reach up to 17%, 28%, 48% and 85% for temperature ratios 2, 1.5,
1.3 and 1.2 respectively. Also, as the temperature ratio decreases,
the uncertainty in the pressure difference due to the temperature
uncertainty becomes independent of δA. In the TPD flow the input
temperature uncertainty is always the one which mostly affects
the output pressure difference uncertainty and this effect be-
comes even more dominant as the temperature difference driving
the flow is decreased.

4.3. Uncertainty of mass flow rate in thermal creep flow

Finally, the thermal creep flow, based on Eq. (1) subject to
equal end pressures, is considered. As in the other two flows,
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Fig. 7. Uncertainty u (ṁ) /ṁ of the output mass flow rate in the thermal creep flow in terms of δA , with the uncertainty in the input quantities of radius u (R) /R,
pressure u (P) /P , temperature u (T ) /T and accommodation coefficient u (α) /α equal, in each case, to 0.1%, 1%, 2% and 5%.

simulations have been conducted in a wide range of δA analyzing
the effect of the uncertainty in the input quantities of pressure,
temperature, radius, length and accommodation coefficient on
the uncertainty in the output mass flow rate. The effect of the
temperature ratio driving the flow on the uncertainty in the mass
flow rate due to the temperature uncertainty is also investigated.
Both temperatures TA and TB are subject to the same level of
uncertainty but their values are sampled independently. Also, a
single value is sampled for both PA = PB in order to maintain
a vanishing pressure difference. Concerning the effect of tube
length uncertainty it is readily shown that it is the same as in the
Poiseuille flow, i.e. u (ṁ) /ṁ it is directly proportional to u (L) /L.

Next, the relative uncertainty u (ṁ) /ṁ of the output mass flow
rate in terms of δA is plotted in Fig. 7 for the input uncertainties
u (P) /P , u (T ) /T , u (R) /R and u (α) /α, taking in each case, the
values of 0.1%, 1%, 2% and 5%, with TB,n/TA,n = 1.5, L/Rn = 20
and αn = 1. As in the TPD flow the input uncertainty u (T ) /T is
the one mostly affecting the output uncertainty u (ṁ) /ṁ, which
is more than five times higher compared to the corresponding
introduced u (T ) /T and this magnification remains about con-
stant in the whole range of gas rarefaction. Unlike in the TPD
flow, the second important input parameter is clearly the ra-
dius followed by the pressure, which now has about the same
influence with the accommodation coefficient. As it is seen, the

uncertainty u (ṁ) /ṁ is about three times higher than u (R) /R,
while it is about the same or even smaller than u (P) /P and
u (α) /α. With respect to the gas rarefaction parameter, as δA is in-
creased, the output mass flow rate uncertainties due to the input
radius, pressure and accommodation coefficient uncertainties are,
in general, reduced. The maximum values of the mass flow rate
uncertainties for 5% uncertainty in temperature, radius, pressure
and accommodation coefficient, are about 26%, 17%, 5% and 5%
respectively. Based on Fig. 7, it is deduced that as in the Poiseuille
and TPD flows for the mass flow rate and pressure difference
respectively, in the thermal creep flow the relative uncertainty in
the mass flow rate increases linearly with the relative uncertainty
in the input quantities.

In Fig. 8, the relative uncertainty u (ṁ) /ṁ of the mass flow
rate in terms of δA is plotted for nominal temperature ratios
TB,n/TA,n = 1.2, 1.3, 1.5 and 2, with the input uncertainty in
temperature u (T ) /T taking the values of 0.1%, 1%, 2% and 5%.
The dimensionless length is L/Rn = 20 and the accommodation
coefficient is αn = 1. It is interesting to note that the results in
Fig. 8 for the mass flow rate uncertainty are both qualitatively
and quantitatively very close to the corresponding ones in Fig. 6
for the pressure difference uncertainty. Thus, as the nominal
temperature ratio is decreased, the output uncertainty u (ṁ) /ṁ
due to the input uncertainty u (T ) /T , is drastically increased
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Fig. 8. Uncertainty u (ṁ) /ṁ of the output mass flow rate in the thermal creep flow in terms of δA for TB,n/TA,n = 1.2, 1.3, 1.5 and 2, with the uncertainty in the
input temperatures u (T ) /T = 0.1%, 1%, 2% and 5%.

(similar to u (∆P) /∆P). Additionally, the values of the mass flow
rate uncertainty for 5% uncertainty in temperature reach up to
14%, 26%, 47% and 85% for temperature ratios 2, 1.5, 1.3 and 1.2
respectively, which are very close to the corresponding pressure
difference uncertainties reported in Fig. 6. It may be stated that
in the thermal creep flow the input temperature uncertainty
is always the one affecting mostly the output mass flow rate
uncertainty and this is becoming even more dominant as the tem-
perature difference driving the flow is decreased. Furthermore,
making a qualitative comparison between the mass flow rate
uncertainties, due to temperature uncertainty for TB,n/TA,n = 2
shown in Fig. 8 and due to radius uncertainty for TB,n/TA,n =

1.5, shown in Fig. 7, it is seen that they are about the same.
Thus, in adequately large temperature differences and for rela-
tively small values of δA, the radius uncertainty may overcome
the temperature uncertainty and become the leading source of
uncertainty.

5. Concluding remarks

The effect of the uncertainties which may be introduced in
the input data on the uncertainty in the output quantities in
classical rarefied gas flows is investigated. More specifically, the
fully developed Poiseuille, thermomolecular pressure difference

(TPD) and thermal creep flows through circular capillaries are
considered. The input quantities include the length and the radius
of the tube, the pressure and temperature at the capillary ends
and the gas-surface accommodation coefficient and the intro-
duced uncertainties are, for each parameter, equal to 0.1%, 1%,
2% and 5%. The propagation of the uncertainties through the
computational model is performed via the Monte Carlo Method
by conducting an adequate number of trials and the resulting
uncertainty in the output mass flow rate and pressure difference
are obtained.

In the Poiseuille flow driven by moderate and large pressure
differences, the radius uncertainty is the most important one,
resulting to an output mass flow rate uncertainty magnified about
four times compared to the input radius uncertainty. However, in
flows driven by relatively small pressure differences the pressure
uncertainty becomes the dominant one mostly affecting the mass
flow rate. In Poiseuille flow driven by a pressure ratio of 0.9, an
input pressure uncertainty of 5% yields an output mass flow rate
uncertainty of 42%.

In the TPD flow, independent of the magnitude of the tem-
perature difference driving the flow, the temperature uncertainty
is always, by far, the most important one, with the output pres-
sure difference uncertainty magnified about five times compared
to the input temperature uncertainty for a temperature ratio
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driving the flow of 1.5. When the temperature ratio is reduced
the uncertainty magnification is further increased. Indicatively, a
temperature ratio of 1.2 yields an output uncertainty of the pres-
sure difference up to 85% for an input temperature uncertainty of
5%.

In the thermal creep flow driven by small and moderate tem-
perature differences, the input temperature uncertainty is clearly
the most important one, magnifying the output mass flow rate
uncertainty about five times compared to the input tempera-
ture uncertainty. However, for large temperature differences, the
input radius uncertainty becomes more important.

Overall, it may be concluded that in most cases, the uncer-
tainty in the input quantity driving the phenomenon, i.e., the
pressure for the Poiseuille flow and the temperature for the
TPD and thermal creep flows, is the most important source of
uncertainty. This is always true in the TPD flow and for small
driving thermodynamic forces in the other two flows. For large
pressure and temperature differences driving the Poiseuille and
thermal creep flows respectively, the radius becomes the most
important source of uncertainty. As the force driving the flow is
decreased the uncertainty in the main output quantity, due to the
uncertainties in the driving force, becomes independent of the
gas rarefaction parameter. Finally, the uncertainty in the accom-
modation coefficient of the Maxwell diffuse-specular boundary
conditions is always the less important one. It has been also seen
that in all cases the relative uncertainty in the output quantity
grows linearly with the relative uncertainty in the input ones.

The presented results may be of great help in the compari-
son between computational and experimental work, particularly
when inverse engineering practices are involved, as well as in
the design of experimental rigs including the specification of the
measuring devices in the field of rarefied gas dynamics. Having
documented the expected effect of the uncertainty in each input
parameter on the uncertainty in the output computed or mea-
sured quantity, may be beneficial in determining the range of
operating conditions in order to improve the resolution of the
observed phenomenon. The Monte Carlo Method for the uncer-
tainty propagation implemented in the present work can be also
applied in a broader range of more complex rarefied gas flows
in an effort to support researchers and engineers engaged in the
design of systems with miniaturized sizes and/or operating in low
pressure conditions.
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