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Productive4.0 is a large-scale research project, which aims at using Industry 4.0 ideas and technologies to improve
the design, manufacturing and distribution of high-tech products. Within this project, two work-packages provide
models, which shall be used to design, optimize and control large supply chains, which consist of manufacturing
and distribution elements. In our contribution, we give an overview about the current state of the usage and usability
of stochastic, especially queueing models for the above mentioned purpose.
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1. Challenges of Industry 4.0 for the modelling of large scale manufacturing
networks

Industry 4.0 describes a set of research programs, which try to evaluate, explain and understand the
impact of digitization on the industry and then succeedingly try to shape and develop new processes,
products and services for the industry. The program has been originated in Germany but the ideas have
spread out to other regions and countries.

Cyber-physical Production Systems (CPPS) are an important part of future Smart Factories (see
Kagermann et al. (2012)). CPPS are a special case of Cyber-physical systems. The term Cyber-
Physical System has been created by the NSF in 2006, describing systems, which operate in the
physical world, in real-time, in a continuous state-space. They are controlled by a digital represen-
tation (sometimes called digital twin) which is used to control the CPS and it’s interaction with the
surrounding world. CPPS are a representation of CPS in a production environment.

Control of a system requires the specification of a to-be state, the necessary measurements to check
the current state of the system, if the is-state deviates from the to-be state, the generation of the neces-
sary control actions, which bring the system back in the desired state. These control actions have to be
executed by the actors of the system.

This creates the following applications models of large scale manufacturing networks:
Design a system, that fulfils the requirements of the manufacturing system, this includes the section of
machinery and tools, the mapping of products to machinery, the positioning of buffers and the selection
of planning and control algorithms.
Optimize the parameters, like number of parallel machinery, the size of buffers, the control parameters.
Control and planning based on the current state of the system, check whether a control action is
required, devise the control action and execute it. This also includes the planning actions, which makes
the decision about sequence and quantity of products to be produced at every stage.
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Using the same or a very closely related model in all three cases would reduce the modelling work
and lead to more consistent decision making. The usage of a model for control purposes requires the
possibility to quickly generate control actions, which would bring the system back to its desired state.
The more frequently this can be done, the better the properties of the control. Therefore we are looking
for models and model-types , which provide the capability of a repeated, fast evaluation of possible
control actions in a trial-and-error fashion or - even better - the direct deviation of control measures
from the inversion of known functions, which connect the performance measures with the control
actions.

In Productive4.0 we want to evaluate and demonstrate, that the idea of a CPS in a large scale man-
ufacturing environment is feasible. A major issue in production systems nowadays is the capability to
not only guarantee average cycle time - resulting in an average quoted lead time to the customer, but
to guarantee a lead time with a high probability, which allows the customer to reliably calculate his
supply lead times and inventory levels. Therefore, an emphasis will be put on the confidence level of
the computed lead times of the production network. The control models will therefore be evaluated on
their capability, to generate stable, reliable lead times.

Figure 1 shows the setup of the part of the project concerning the control of the production system.
The basis is the value stream of the real, physical production system. For this system, real data will
be collected, validated, evaluated for outliers and made available for the models. Additionally data of
customer demand and supplier data will be added to the projects’ data pool.

Figure 1. Use case of Productive4.0: Virtual production planning and control of a semiconductor supply chain

Based on this data and knowledge about the value stream, a simulation model will be built, which
will act as a testbed for the planning and control algorithms. This is required, since different models
and decision making algorithms have to be evaluated under comparable conditions. The testbed itself
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has to be validated against real data, in order to make sure, that it is representing the real production
system accurately enough for the subsequent evaluation of the planning and controlling algorithms.

The models, which are used for decision making, are supplied with the required verified, aggre-
gated, simplified and suitably adapted data from the real system. Then, selected status information and
performance information will be captured from the simulation testbed (as it would later be from the
operation) and used for decision making in planning and control, based on input from the stochastic
model. These decisions will then be fed back to the testbed. Thus, the simulation system will use input
from another model influencing the model at run-time. This way, it will be evaluated, which decision
making and controlling methods are influencing the production system in a favourable way.

At least potentially, queueing models are able to provide the capability of a fast evaluation of system
performance parameters under a certain setting. However, there were shortcomings in the level of
detail, which such models could provide. On the other hand, the larger a system the more statistics of
large numbers might possibly apply. Here, in this paper, we want to review the state of the art of using
queueing models for the design, optimization, planning and control of manufacturing systems.

2. Literature review
In this section we discuss models used for performance evaluation, production planning and control
of large scale manufacturing networks. First, we give a literature overview of models for performance
evaluation in manufacturing systems. Then different reviews are presented in the area of planning and
control of large scale manufacturing networks and selected models are briefly described. Table 1 lists
the discussed models of manufacturing systems and their characteristics reported in the literature.

2.1. Performance evaluation of a large scale manufacturing networks
In recent years, researchers have focused on providing solutions for performance evaluation of large
scale manufacturing systems, such as semiconductor factories. In this context, cycle time estimation
is an essential step during the planing of those systems, especially for the analyses of performance
indicators, capacity planning, and the assignments of due dates (Pearn et al. (2009)). Methods for cycle
time estimation can be classified into the following four categories: analytical, simulation, statistical
analysis and hybrid methods (Chung and Huang (2002)).
Analytical methods are primarily based on queuing models. Shanthikumar et al. (2007) presented a
survey regarding queuing theory for semiconductor manufacturing systems (SMS). They pointed out
that practical applications of queuing theory in SMS are rather limited due to unsatisfactory results.
Morrison and Martin (2007) proposed extensions to the popular and intuitive closed-form approxima-
tions for the mean cycle time in G/G/m-queues of Whitt (1993) considering tool failure, tools with
parallelism and idle times despite available work. The G/G/m cycle time of failure prone tools was
considered by Kim and Morrison (2011), which model the system as an absorbing Markov chain. Also
based on a Markov chain model, Ding et al. (2007) analysed a queuing system with batching service
and heterogeneous tools using the example of a lithography tool. They evaluated the impact of tool up
and down time on the cycle time of the system. Akhavan-Tabatabaei et al. (2012) developed a Markov
chain framework that attempts to approximate the cycle time of a tool set in the presence of informal
operational rules which creates dependence between the arrival and service processes.
A decomposition approach is an appropriate method for large scale manufacturing networks. The clas-
sical decomposition method called queuing network analyser (QNA) was developed by Whitt (1983).
A decomposition without aggregation (DWOA) method derived Grosbard et al. (2013) to model
a Semiconductor Manufacturing Queuing Network (SMQN) and yield cycle time approximations.
Sagron et al. (2015) presented modifications for decomposition approximation methods, especially
to account for the heavy-traffic bottleneck phenomenon in open-queuing networks with deterministic
routing and downtime induced variability.
Simulation is a common approach in cycle time estimation and performance analysis of SMS (Shan-
thikumar et al. (2007)). Scholl and Domaschke (2000) used a discrete event simulation to investigate
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Morrison and Martin (2007) P Queuing station AC G G x FCFS x Cycle TimeKim and Morrison (2011)

Ding et al. (2007) P Markov chain model AC M M x GEO x x Cycle Time

Akhavan-Tabatabaei et al. (2012) P State-dependent AC G G x FCFS x Work-in-Process
Markov chain model Cycle Time

Grosbard et al. (2013) P Open queuing AC x G G x FCFS x x Cycle Time
network Waiting Time

Sagron et al. (2015) P Open queuing AC G G FCFS x Waiting Timenetwork TP

Scholl and Domaschke (2000) P Discrete event S x x G G x ESD x Cycle Timesimulation

Sivakumar and Chong (2001) P Discrete event S x x G G x ESD x Cycle Timesimulation

Pearn et al. (2009) P Fitted Gamma AC - - - Waiting Time
distribution Cycle Time

Tai et al. (2012) P Fitted Weibull AC - - - Waiting Time
distribution Cycle Time

Akhavan-Tabatabaei et al. (2009) P Flow Analysis Model AC - - - x Work-in-Process
Cycle Time

Veeger et al. (2010a, 2010b) P EPT-based AC G G x FCFS x Cycle Timeaggregate simulation

Veeger et al. (2011) P EPT-based S G G FCFS x Cycle Timeaggregate simulation LCFS

Can and Heavey (2016) P EPT-based discrete S x M M x FCFS x Cycle Timeevent simulation

Yang et al. ( 2011) P Simulation-based S - - x TP Cycle Timemetamodelling

Yang (2010) P Neural network S - - x TP Cycle Time
metamodelling

Hsieh et al. (2014) P Progressive simulation S - - TP x Cycle Timemetamodelling

Schelasin (2011, 2013) P Static capacity model AC G G x FCFS x Waiting Time
Queuing station Cycle Time

Zisgen and Meents (2008) P Open queuing AC x G G x FCFS x x Cycle Time
Brown et al. (2010) network Queue Lengths

Zarifoglu et al. (2013) C Queuing Model AC G G FCFS x Optimal Lot Size

Chang (2016) C Simulation S x G G x TP x Optimal Product Mix

Wang and Wang (2007) C Simulation S x G P x FCFS x Optimal Lot Size

Akhavan-Tabatabaei et al. (2011) C Simulation S x M M FCFS x Optimal Lot Release

Fowler et al. (2002) C Queuing Station AC G G x FCFS x Optimal Batch Size

Kuo et al. (2011) C Neural Network AC G G x FCFS x x Reduce Cycle Time

Li et al. (2010) C Queuing Network AC x M M FCFS x Optimal WIP level

Wang et al. (2013) C Neural Network AC G G OPT Optimize Service Discipline

Chien et al. (2012) C Neural Network AC - - - Reduce Cycle Time

Yao et al. (2004) C Modelling Framework AC - - - x Maintenance Scheduling

Ramirez-Hernandez et al. (2010) C Simulation AC - - - x Maintenance Scheduling

Kalir (2013) C Queuing Station AC G G x FCFS x Optimize FM Splitting

Morrison (2014) C Queuing Station AC G G x FCFS x Maintenance Scheduling

Table 1: Characteristics of modelling a large scale manufacturing networks
(Target: P - Performance Evaluation, C - Control; Time: AC - Analytical Continuous, S - Simulation)

the actual situation in the factory of Infineon Technologies in Dresden, and to identify recommenda-
tions to eliminate or to reduce the impact of time constraints. The relationship between selected input
and output variables in semiconductor backend manufacturing systems was analysed by Sivakumar
and Chong (2001), using a data driven discrete event simulation model.
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Regression analysis is a typical statistical method to determine the relationship between the cycle time
and other related parameters (Chung and Huang (2002)). Pearn et al. (2009) used a Gamma distribu-
tion to model waiting times for single operations of each product type in semiconductor plastic ball
grid array (PBGA) packaging factories. They present a combined cycle time estimation model which
incorporates the reproductive property of the Gamma distribution to estimate the whole factory cycle
time. A Weibull-distributed waiting time for a single-layer testing operation was used by Pearn et al.
(2009) to estimate the cycle time distribution in the re-entrant semiconductor final testing process flow.
Akhavan-Tabatabaei et al. (2009) incorporated the existing correlations in arrival and service processes
by observing the flow of lots through the tool set. This correlation is then used in a flow analysis model
to generate more accurate forecasts of work-in-process levels which results in more accurate cycle
time estimations.
There are an increasing number of hybrid methods, which combine analytical, simulation and statisti-
cal analysis methods to generate cycle time estimation. Schelasin (2011) used a backward calculation
algorithm to calculate factory variability based on historical data. The author used the variability to
predict the cycle time by the Kingman equation and later extended this approach by an improved
G/G/m formula (Schelasin (2013)). In aggregate simulation models an effective process time (EPT)
distribution is often used to determine the cycle time of the manufacturing system. The EPT distri-
bution is estimated based on lot arrival and lot departure data that is measured at the workstation in
operation (Hopp and Spearman (2011)). Outages of the machines are thus taken into account. Veeger
et al. (2010a) developed an aggregate simulation model to predict the mean cycle times of a worksta-
tion for different throughputs and product mixes (CT-TH-PM) using the EPT distribution to aggregate
the various workstation details. They used a curve fitting procedure to deal with the typically limited
number of arrival and departures encountered in semiconductor manufacturing practice (Veeger et al.
(2010b)). To model a lithography workstation Veeger et al. (2011) extended their approach and took
into account the order in which lots are processed. Genetic programming (GP) and EPT distributions
were combined by Can and Heavey (2016) to predict cycle time using a discrete event simulation
model of a production line. A machine learning approach exploits the positional and granular infor-
mation from the simulation model used to imitate a production system. Yang et al. (2011) integrated
queuing theory and simulation-based metamodelling. The queuing analysis leads to the division of the
feasible region into a number of subregions. This allows for the fitting of a smooth CTTHPM surface
within each subregion. The author developed also an alternative fitting approach, which is based on
neural networks (Yang et al. (2011)). Hsieh et al. (2014) derived a progressive simulation metamodel
that can characterise the relationship between the response variable and the input variables of interest.
Based on an experimental design they calculated the mean cycle time depending on the percentage of
hot lot.
A integrated system which combines the approaches of queuing network modelling, simulation and
statistical analysis was developed by IBM (Brown et al. (2010)). The Enterprise Production Planning
and Optimization System (EPOS) is a queuing network based simulation system for tactical and oper-
ational production planning and production management which can be integrated with the fab MES
to capture routes, tools, raw process times, rework rates, and WIP (Zisgen et al. (2008)). Tools are
modelled as GX /G(b, b)/c server queues. The manufacturing system is considered as an open queuing
network. A decomposition approach is used to determine the queue lengths for each equipment in the
network.

2.2. Production planning and control of a large scale manufacturing network
A second topic that has been researched in large scale manufacturing networks is the production plan-
ning and control of existing networks under different aspects. We want to give an overview over some
of the works which have been published in this field. We start by discussing literature reviews which
have been published on this topic.
The literature on production planning and control in the manufacturing systems dates back to the mid
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1980s. It is extensive and includes several reviews and a handful of monographs. The earliest com-
prehensive review is the two-part paper by Uzsoy et al.. In the first part, Uzsoy et al. (1992) looked
at long-term production planning approaches. In the second part of the paper, Uzsoy et al. (1994)
reviewed research on shop-floor control in semiconductor manufacturing facilities, focusing on dis-
patching rules and input regulation strategies, deterministic scheduling algorithms, control-theoretic
approaches, and knowledge-based approaches. They also discussed the relationship between shop-
floor control and production planning. Gupta et al. (2006) provided an updated glimpse of the develop-
ments in planning and control issues in semiconductor wafer production. Mönch et al. (2011) reported
on the breadth of scheduling problems in the semiconductor manufacturing industry. They presented
scheduling problems for entire job shops and reviewed the current state of practice, where they referred
to the large number of dispatching systems that were in place in wafer fabs. Besides the aforemen-
tioned references, there have also been few other literature reviews on specific operational problems
in semiconductor manufacturing. Examples are the review of Mathirajan and Sivakumar (2006) on the
scheduling of batch processors and the review of Geng and Jiang (2009) on strategic capacity planning.
Mönch et al. (2013) published a monograph on production planning and control for semiconductor
wafer fabrication facilities. The authors introduced production control schemes that are based on dis-
patching rules as they are predominately used in practice. They described various aspects of decision
support provided by manufacturing execution systems and advanced planning systems.
All of the published papers in this area try to achieve similar goals in either decreasing the cycle time
of the manufacturing network or increasing the throughput of it. The methods used to achieve the goals
can be differentiated in several areas. They have in common that they take a specific control procedure
of the manufacturing network and try to optimize it. The procedures include dispatching rules, lot size,
product mix, lot release, batch size, work-in-progress level and maintenance. The range of optimiza-
tion goes from decisions which only influence single machines or process steps up to decisions which
influence the whole network.
One approach to improve cycle time is the development of new dispatching rules. Here for example
Wang et al. (2013) propose a new dispatching rule. They state that the methods they used to improve
their new rule could also be applied to existing rules to achieve an improvement of their performance.
Wang and Wang (2007) use a simulation model to show that the cycle time can be reduced by reducing
the lot size if the available bottleneck capacity is high enough to handle smaller lots. They also show
that this only works until a critical lot size after which the cycle time increases again. The work of
Zarifoglu et al. (2013) is based on the work of Wang and Wang. They however come to the conclusion
that smaller lot sizes are not always the better option and the optimal lot size has to be determined for
every manufacturing network based on the manufacturing technology available. They also state that
extended research has to be done on more complex networks to validate their results.
Chang (2016) develops a simulation based optimization model including a new solution method to
solve the problem of obtaining the optimal product mix. The new quantile-based method AGLS-QC
can also control the upside risk that comes with selecting the product mix.
Akhavan-Tabatabaei and Salazar (2011) apply a WIP dependent lot release strategy based on the WIP
of the static bottleneck and compare it to a CONWIP lot release strategy. They show that for some
cases the new strategy is better than CONWIP but generally CONWIP gives better results, especially
when not only cycle time but also throughput is taken into consideration. They still recommend their
new strategy because they state that a CONWIP strategy is not applicable in practice. Fowler et al.
(2002) develop a G/G(bp)/C-Queue and then show the use of the queue to solve the problem of opti-
mal batch building in a tool set. This queue can then be used to minimize the cycle time of a production
network when combined with a Genetic Algorithm to reduce execution time.
Li et al. (2010) optimize the Multi-CONWIP level of a manufacturing system. For this the system was
modelled as a closed queueing network with several loops. They evaluated the model with a Genetic
Algorithm and a cost-oriented optimization problem and achieved satisfying results.
Another topic which has been researched intensively is preventive maintenance in a large production
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network. Yao et al. (2004) developed a two-level hierarchical modelling framework for planning and
scheduling maintenance. They also focused on optimizing the scheduling process of maintenance and
reached an increase in throughput with their model. Ramı́rez-Hernández et al. (2010) used this model
among others to create a software tool for planning and optimizing preventive maintenance. Kalir
(2013) discussed the question if a planned preventive maintenance can be split in several parts. He
achieved a further improvement of cycle time with his method even though the sum of maintenance
times of all parts is larger than the original maintenance time. Morrison et al. (2014) extended this
model again to not only look at a single preventive maintenance but to consider multiple maintenance
cycles on the same tool set.
Finally, another way of optimizing large scale manufacturing networks which we focus on in this
review is the use of Neural Networks. While they are not yet used to improve single aspects of con-
trolling manufacturing networks, it has been shown that the results of using Neural Networks can lead
to identifying factors which are important for reducing the cycle time. Kuo et al. (2011) for example
use a Neural Network to predict WIP levels and have shown that the implementation of their models
has led to a significant reduction in cycle time in the evaluated fab by deriving action plans from the
results of the models. Chien et al. (2012) use their Neural Network model in a similar way. But they
also include an adaptive model which changes the model parameters based on the relative forecast
error when input parameters are changed.

3. Direction for future work
The usage of simulation and analytical models for the purpose of performance evaluation and espe-
cially cycle time estimation has been documented and tried several times. However, the focus was
usually set on an average cycle time, not on a percentile of the cycle time distribution. This leads to
a gap to be filled. Dispatching and sequencing rules have also been studied, however, the impact on
guaranteed performance figures is still open. With neural networks and statistical regression methods
new approaches have been tried, which seem to be useful, when some data points for the system are
available and the gaps between these data points have to be filled. This is an opportunity for the combi-
nation of data points generated from time consuming methods like simulation with real time decision
making. Hybrid methods make use of the higher computing power available today, using combined
knowledge from several sources.

However, the integration of data collection, planning algorithms and performance perediction of
guaranteed cycle times with a high probability is an open task.
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