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#### Abstract

A study on the development of acceleration equations for boundary cells and the associated boundary conditions for the diffusion synthetic acceleration method of neutron transport problems in $x$-y geometry is described. Alcouffe's algebraic monipulation of the $P_{1}$ equations resultimg in a single diffusion equation is modified to obtain exphitit acceleration equations for the boundary cells. To accomplish this, the discretization in space is performed according to the ordinary box-centered method. The resulting synhetic computation scheme is linear in is differenced form. The boundary cell difference equations ure derived in a manner that exactly parallels the discretization of the diffusion equation for interior mesh cells and that of the transport equation. The importance of these equations in improving overall efficiency without sacrificing stability is discussed, as is the opiomum choice of the boundary condinons associated with these equations.


## 1. [NTRODUCTION

The diffusion synthetic acceleration (DSA) method ${ }^{1-6}$ has been extensively used to accelerate the slow convergence of the standard sousce iteration (SI) method for discrete ordinates problems in optically thick regions with scattering ratios $c$ near unity. Stability difficulties of early versions of the DSA method have been resolved by Alcouffe ${ }^{4}$ by altering the dijferencing of the diffusion equation.

One important issue not discussed in the fundamental work of Alcouffe ${ }^{4}$ is the problem of establishing difference equations to accelerate the scalar flux at the physical boundaries of the problem under consideration. It is well known that to have an unconditionally stable iteration-acceleration scheme, the differencing of the diffusion equation must precisely parallel the differencing of the transport equation. For this reason, differenced acceleration equations at the boundary cells that possess this compatibility are very important in preserving the efficiency of the DSA
method without sacrificing stability. In the present work, we derive acceleration equations for cells on the problem boundary, called boundary acceleration equations, possessing a spatial discretization that is consistent with the discretization of the diffusion equation. We also find the optimum choice of boundary conditions associated with these equations to improve the efficiency of the acceleration scheme. Some progress on this problem has been made by Larsen, ${ }^{5}$ but the success there is limited to problems in slab geometry.

The derivation of compatible differenced boundary acceleration equations in $x-y$ geometry curns out to be a nontrivial problem. As we demonstrate in the present work, the standard difference form of the two-dimensional DSA method ${ }^{4}$ must be altered. The spatial discretization is performed according to the box-centered difference scheme, ${ }^{7}$ which is a natural extension of the diamond-difference (DD) approximation. We point out that the resulting acceleration scheme is linear in its difference form. The reliability, in general, of a linear acceleration technique compared
to a nonlinear one has been pointed out by Gelbard et al. ${ }^{5.9}$ both for fixed-source ${ }^{8}$ and cigenvalue ${ }^{9}$ computations.

The organization of this paper is as follows. In Sec. II, the development of the box-centered difference transport and diffusion equations for interior mesh points is given. The extension of this algebraic procedure for boundary mesh points along with the derivation of certain boundary conditions is described in Sec. III. In Sec. IV, numerical results are presented and, finally, Sec. V contains a brief summary and conclusions. It should be emphasized that our analysis is based on the DD transport equation.

## 15. FORMULATION OF THE BOX-CENTERED DIFFERENCE EQUATIONS

In this section, the differenced form of the transport equation and the diffusion acceleration equation for interior points is derived in $x$ - $y$ geometry. The implemented spatial discretization scheme has been introduced by Keller ${ }^{7}$ in the context of numerical solutions of partial differential equations. It is well known as the box method and is a simple extension of the DD scheme.

Let us divide the rectangle $x-y$ domain jnto ceils as seen in Fig. 1, with $i=1, \ldots, I$ and $j=1, \ldots, J$. The cross sections $\sigma$ and $\sigma_{s}$ are taken to be piecewise constant and can change values only at the (half-integer) cell boundaries. The standard DD discrete ordinates equations with isotropic scattering and fixed sources are

$$
\begin{align*}
& \mu_{m} k_{j}\left(\psi_{m+1}^{1+y_{2}},-\psi_{m,}^{+1 l_{21}}\right) \\
& +\eta_{m} h_{i}\left(\psi_{m ; 1+1}^{1+1},-\psi_{m i / 2}^{[+1 / 2}\right)+\sigma_{i j} V_{i j} \psi_{m i}^{\prime+1 / 2} \\
& =\sigma_{s_{1,}} V_{i j} \varphi_{0 O_{i j}}^{\prime}+V_{i j} S_{i j} \text {, } \tag{1}
\end{align*}
$$

where

$$
\begin{aligned}
l & =\text { iteration index } \\
\mu_{m}, \eta_{m} & =\text { direction cosines with respect to } x \text { and } y \\
& \text { axes } \\
h_{i}, k_{j} & =\text { mesh spacings } \\
V_{i j} & =h_{i} k_{j}
\end{aligned}
$$

and the diamond equations

$$
\begin{align*}
\psi_{m j} & =\frac{1}{2}\left(\psi_{m i+\hbar_{2}}+\psi_{m i-1 / 2 j}\right) \\
& =\frac{1}{2}\left(\psi_{m i j+1 / 2}+\psi_{m i j-1 / 2}\right) . \tag{2}
\end{align*}
$$

The flux moments are calculated by the approximation

$$
\begin{equation*}
\varphi_{r r_{j}}^{i+1 / 2}=\sum_{m} w_{m} Y_{r s}\left(\mu_{m}, \eta_{m}\right) \psi_{m j}^{i+1 / 2} \tag{3}
\end{equation*}
$$

where

$$
w_{m}=\text { integration weight factors }
$$

$Y_{r s}\left(\mu_{m}, \eta_{m}\right)=$ spherical harmonics.
Formulating the desired acceleration scheme, we derive a sel of synthetic equations by taking the zeroth and the two first discrete moments (with respect to $\mu$ and $\eta$ ) of Eq. (1). To carry this out, Eq. (1) is multiplied successively by $w_{m}, w_{m} \mu_{m}$ and $w_{m} \eta_{m}$. Following the procedure developed by Larsen, ${ }^{5,6}$ we define the accelcration equations as
and
where

$$
\begin{aligned}
& D_{i r}=1,\left\{3 \sigma_{i j}\right\}, \\
& \sigma_{r, i}=\sigma_{i j}-\sigma_{s_{1}},
\end{aligned}
$$

and

$$
\begin{equation*}
f_{r s}^{l+1}=\varphi_{r s}^{i+1}-\varphi_{r s}^{\prime} . \tag{5}
\end{equation*}
$$

Equations (4) are a discretized form of the $P_{1}$ equations.

We now seek the form of a single difference diffusion type equation. Alcouffe ${ }^{4}$ presented an algebraic procedure that allows the system of $P_{1}$ acceleration equations to collapse down to a single diffusion equation. Adding to Eq. (4a) the corresponding equations for the adjacent cells $(i+1, j),(i, j+1)$, and $(i+1, j+1)$ and introducing to the resulting equation the DD approximations for the first moments $f_{10}$ and $f_{01}$, we obtain


Fig. 1. Cell-centered mesh in $x-y$ geomelry.
where

$$
g_{1+1, j+1 / 2}=\sum_{p=i}^{i+1} \sum_{\psi=j}^{j+1} \sigma_{s p q} V_{p q}\left(\varphi_{00_{k}+1 / 2}-\varphi_{00_{p q}}^{l}\right)
$$

Then we substitute Eqs. (4b) and (4c) into Eq. (6) to find

$$
\begin{aligned}
& 2\left[D_{i j} \frac{k_{j}}{h_{i}}\left(f_{00_{i+1 / 2 j}}-f_{00_{r-1 / 2}}\right)^{1+1}-D_{i+1 i} \frac{k_{j}}{h_{i+1}}\left(f_{00_{i+2, j}}-f_{00_{i+1,2}}\right)^{i+1}+D_{i j+1} \frac{k_{j+1}}{h_{i}}\left(f_{00_{t+2, i+1}}-f_{00_{i-1} k_{2+1}}\right)^{i+1}\right.
\end{aligned}
$$

$$
\begin{align*}
& +D_{i+1 j} \frac{h_{i+1}}{k_{j}}\left(f_{00}{ }_{l+1,+1 / 2}-f_{00_{i+1,-L_{2}}}\right)^{i+1}-D_{i j+1} \frac{h_{i}}{k_{j+1}}\left(f_{00_{i j+2,}}-f_{00_{i j+1}}\right)^{i+1} \\
& \left.-D_{i+1 j+1} \frac{h_{i+1}}{k_{j+1}}\left(f_{00_{i+1,+3,}}-f_{\mathrm{mo}_{(1, i+1 / 2}}\right)^{i+1}\right] \\
& +\sigma_{r, j} V_{i j} f_{00_{y}}^{l+1}+\sigma_{r_{i+1},} V_{i+1, j} f_{00_{i+1 j}^{l}+1}^{l}+\sigma_{r_{i j+1}} V_{i,+1} f_{\left(0_{i,+1}\right.}^{i+1}+\sigma_{r_{t+1,+1}} V_{i+1 j+1} f_{i \omega_{+1, j+1}^{l+1}}^{l}=g_{r+1 / 2 j+1}: . \tag{7}
\end{align*}
$$

Since this equation contains a lot of variables, Alcouffe approximated two adjacent cell-edge fluxes with an arithmetic average of the flux value at the intermediate cell vertex, e.g.,

$$
D_{i j} k_{j} f_{00_{++12+}}+D_{i j+1}+k_{j+1} f_{00_{i+1 ;+1}}=\left(D_{i j} k_{j}+D_{i j+1} k_{j+1}\right) f_{60_{t+6,1 / 2}}
$$

In addition, he introduced a nonlinear approximation on the removal term. However, although the implementation of these approximations leads to a tractable five-point diffusion equation, it does not allow the construction of compatible differenced boundary acceleration equations.

To avoid this drawback, the scalar fluxes at intermediate mesh points and at mesh centers are eliminated, according to the ordinary box-centered difterence method, by the use of

$$
\begin{align*}
& f_{\mathrm{OO}_{r+1} 1_{2} j}=\frac{1}{2}\left(f_{\mathrm{OO}_{1+1 / 2 j+1_{2}}}+f_{\mathrm{O}_{1=1:}, 1_{2}}\right), \tag{8a}
\end{align*}
$$

and
respectively. As a result, we obtain the following equation:

$$
\begin{align*}
& +\left(S_{i j+1}+S_{1+1 j+1}\right) f_{00_{i+1,2+2,2}}^{1}-R_{i+1 j+1} f_{i 0_{i+1,1+2,2}}^{i+1}=g_{i+1 / 2 j+1 / 2} . \tag{9}
\end{align*}
$$

where

$$
\begin{align*}
& Q_{i j}=D_{i j}\left(\frac{k_{j}}{h_{i}}+\frac{h_{i}}{k_{j}}\right)+\frac{1}{4} V_{i j} \sigma_{i j}  \tag{10a}\\
& R_{i j}=D_{i j}\left(\frac{k_{j}}{h_{i}}+\frac{h_{i}}{k_{j}}\right)-\frac{1}{4} V_{i j} \sigma_{i j}  \tag{10b}\\
& S_{i j}=D_{i j}\left(\frac{k_{j}}{h_{i}}-\frac{h_{i}}{k_{j}}\right)+\frac{1}{4} V_{i j} \sigma_{i j} \tag{10c}
\end{align*}
$$

and

$$
\begin{equation*}
T_{i j}=D_{i j}\left(-\frac{k_{j}}{h_{i}}+\frac{h_{i}}{k_{j}}\right)+\frac{1}{4} V_{i j} \sigma_{i j} . \tag{10~d}
\end{equation*}
$$

From the nine-point diffusion equation, Eq. (9), we can calculate the correction $1 \mathrm{erm} f_{w 0_{1+1},+1,12}^{\prime+1}$. We now complete the acceleration scheme by shifting the unk nowns in Eq. (1) from cell-average and cell-edge angular fluxes to cell-vertex angular fluxes. Substituting the box scheme approximations into Eq. (1) yields

$$
\begin{align*}
& \left(2 \mu_{m} k_{j}+2 \eta_{m} h_{i}+\sigma_{i j} V_{i j}\right) \psi_{m i+1 / j+1 / 2}^{i+1 / 2}+\left(2 \mu_{m} k_{j}-2 \eta_{m} h_{i}+\sigma_{i j} V_{i j}\right) \psi_{m i+1 / 2 j-1}^{i+1 / 2} v_{z} \\
& +\left(-2 \mu_{i n} k_{j}+2 \eta_{m} h_{i}+\sigma_{i j} V_{i j}\right) \psi_{m t-1, j+\eta_{2}}^{i+1_{2}}+\left(-2 \mu_{m} k_{j}-2 \eta_{m} h_{i}+\sigma_{i j} V_{i j}\right) \psi_{m i-1 / 2 j-l_{2}}^{i+l_{2}} \tag{11}
\end{align*}
$$

which determines the corner angular fluxes only.
The acceleration scheme now consists of the vertex-differenced transport and diffusion equations, Eqs. (11) and (9), respectively. The present approach is characterized by the absence of any approximations that destroy the consistency and the full compatibility of the equations in their difference form. The synthetic iteration process is lineas and the nine-point diffusion equation bas been derived in a way that exactly parallels the differencing of the transport equation. In Sec. III, we use a similar procedure to give consistent boundary equations for the discreticed diffusion equation, Eq. (9), defined for interior mesh points only.

## 1I1. FORMULATION OF THE DIFFERENCE SCHEME AT THE BOUNDARIES

We now turn to the question of providing boundary cell equations to the discretized diffusion equation. Eq. (9), defined for interior net points. It is obvious that these equations associated with certain boundary conditions will improve the convergence rate of the acceleration scheme, and we accomplish this without sacrificing stability. In this section, we first develop consistent boundary conditions and then derive explicit acceleration equations on $f_{60}^{l+1}$ at the boundary mesh points.

## III.A. Boundary Conditions

The objective is to generate the diffusion boundary conditions from the transport boundary condjtions, ${ }^{5}$ and the guiding principle is the assumption that the exact transport solution is a linear function of $\mu$ and $\eta$. We first treal the left boundary, at $x=x_{1}$, and $y=y_{+1 / 2}, j=0,1, \ldots, J$. If there is a prescribed incident flux, then we consider

$$
\begin{equation*}
\psi_{: j+l_{2}}(\mu, \eta)=\varphi_{00_{1_{2 j}+l_{2} / 2}}+3 \mu \varphi_{1_{1, j+1 / 2}}+3 \eta \varphi_{01_{1_{2, j+1} / 2}} \tag{12a}
\end{equation*}
$$

for $0 \leq \mu \leq 1,-\left(1-\mu^{2}\right)^{t / 2} \leq \eta \leq\left(1-\mu^{2}\right)^{1 / 2}$, and the integral that defines the flux moments has been transformed to the corresponding integral over a disk. If we require the diffusion angular flux on this boundary defined by
to satisfy the same boundary conditions as the transport flux, then we obtain the following condition on the correction term:

$$
\begin{align*}
& 0 \leq \mu \leq 1, \quad-\left(1-\mu^{2}\right)^{1 / 2} \leq \eta \leq\left(1-\mu^{2}\right)^{12}, \tag{13}
\end{align*}
$$

which becomes exact on convergence. Multiplying Eq. (13) by $(1 / 2 \pi)\left(1-\mu^{2}-\eta^{2}\right)^{-1 / 2} w(\mu)$ and integrating over $0 \leq \mu \leq 1$ and $-\left(1-\mu^{21}\right)^{1 / 2} \leq \eta \leq\left(1-\mu^{2}\right)^{12}$ yields

$$
\lambda=\frac{1}{3} \frac{\int_{0}^{1} \int_{-\left(1-\mu^{2} 1^{\prime \prime}\right.}^{\left(1-\mu^{2} 1^{1 / 2}\right.} w(\mu)\left(1-\mu^{2}-\eta^{2}\right)^{-1 / 2} d \eta d \mu}{\int_{0}^{\left.1-\mu^{2}\right)^{\prime \prime 2}} \int_{-\left(1-\mu^{2}\right)^{1 / 2}}^{10} \mu w(\mu)\left(1-\mu^{2}-\eta^{2}\right)^{-1 / 2} d \eta d \mu}
$$

By setting $w(\mu)=\mu^{n}$ 1, $n=1,2, \ldots$ we find $\lambda=$ $(n+1) / 3 n$. For a prescribed incident flux, including the case of vacuum boundary conditions, any choice of the function $w(\mu)$ leading to a parameter $\lambda$ greater than zero is physically justified, while for reflecting boundary conditions $\lambda=0$. Finally, in the limit as $\lambda \rightarrow \infty$, the correction term $f_{00}^{l+1}$ becomes zero, which corresponds to a DSA method without acceleration at the boundaries. In Sec. IV, we present a detailed experimental study on the effect of the parameter $\lambda$.

Next, we treat the boltom boundary al $x=x_{i-1}$, , $i=0,1, \ldots, I$, and $y=y_{1}$ : For a prescribed incident flux on this boundary, we find

$$
\begin{gather*}
f_{00_{1+1,1,2}}^{l+1}+3 \mu f_{10_{t+1}^{\prime}+1}^{l+1}+3 \eta f_{01_{1+2}, 1}^{l+l_{2}}=0, \\
-1 \leq \mu \leq 1, \quad 0 \leq \eta \leq\left(1-\mu^{2}\right)^{1 / 2} . \tag{16}
\end{gather*}
$$

Multiplying Eq. (16) by ( $1 / 2 \pi$ ) (1- $\left.\mu^{2}-\eta^{2}\right)^{-1 / 2} w(\eta)$ and integrating over $-1 \leq \mu \leq 1$ and $0 \leq \eta \leq(1-$ $\left.\mu^{2}\right)^{12}$, we obtain the condition

$$
\begin{equation*}
f_{01_{t-1,212}}^{l+1}=\lambda f_{0_{i+1,2} 1_{2}}^{1}, \quad i=0,1, \ldots, I . \tag{17}
\end{equation*}
$$

Following the same procedure, we find

$$
\begin{equation*}
f_{10_{i+1_{2 j+}+1_{2}}}^{l+1}=-\lambda f_{0_{l+1_{2}+1 / 2}}^{l+1}, j=0,1, \ldots, J \tag{18}
\end{equation*}
$$

and
at the two remaining boundaries of the two-dimensional grid.

## III.B. Boundary Acceleration Equations

We now seek difference boundary equations, which associated with Eqs. (14), (17), (18), and (19) may yield explicit acceleration equations on $f_{10}^{f+1}$ at the boundary net points. A detailed derivation of these equations is presented only at one of the four boundaries and also at one of the four comers. Similar analysis may be carried out to deduce the remaining equations.

We choose the left boundary at $x=x_{1,2}$ and $y=$ $y_{j, \ldots j}=1 \ldots, J-1$. Summing Eq. (4a) over two boundary adjacent cells $(1, j)$ and $(1, j+1)$ yields
where

$$
g_{1_{2 j+1}+1_{2}}=\sum_{q=j}^{j+1} \sigma_{\nu_{1 q}} V_{1 i q}\left(\varphi_{00_{1 q}}^{j+l_{j}}-\varphi_{00_{1 q}}^{j}\right)
$$

We introduce the DD approximation into Eq. (20) to obtain

$$
\begin{align*}
& +\sigma_{r_{1,+1}} V_{1 /+1} f_{00_{1,+1}}^{f+1}-g_{12,+1}: . \tag{21}
\end{align*}
$$

Evaluating Eqs, (4b) and (4c) at $i=1$ and $j=j, j+1$ and substituting the resulting equations for $f_{10_{1}}$. $f_{10_{1,+1}}, f_{01_{1}}$, and $f_{61_{1,+1}}$ into Eq. (21) gives

$$
\begin{aligned}
& 2\left[D_{1,} \frac{h_{1}}{k_{j}}\left(f_{\left(\mathrm{m}_{1,+1,2},\right.}-f_{\mathrm{ol}_{1, ~}, 2}\right)^{j+1}-D_{1++1} \frac{h_{1}}{k_{j+!}}\right.
\end{aligned}
$$

$$
\begin{aligned}
& -D_{1 j} \frac{k_{f}}{h_{1}}\left(f_{00_{; 2}}-f_{00_{2,2}}\right)^{i+1}-D_{1,+1} \frac{k_{l+1}}{h_{1}} \\
& \left.\times\left(f_{00_{v_{2} /+1}}-f_{00_{1, j-1}}\right)^{1+1}-k_{j+1} f_{\left[0_{3,2,+1}\right.}^{+1}\right]
\end{aligned}
$$

Finally, we use the box method approximations, Eqs. (8), and the boundary condition, Eq. (14), to obtain the following six-point acceleration equation on $f_{\left(\operatorname{mon}_{1,2+1}, j\right.}^{f+j}=1, \ldots, J-1$ :

$$
\begin{align*}
& \left(S_{1 j}+\lambda k_{j}\right) f_{00_{1,+1,2}}^{l+1}-R_{1 j} f_{00_{1,1}, ~}^{l+1} \\
& +\left[Q_{1 j}+Q_{1 j+1}+\lambda\left(k_{j}+k_{j+1}\right)\right] / j+1,1, l_{1,2-1,} \\
& +\left(T_{1,}+T_{1 j+1}\right) f_{00_{2 / H}:}^{f+} \\
& +\left(S_{1 j+1}+\lambda k_{j+1}\right) f_{00_{1, j+2,2}}^{t+1}-R_{1 j+1} f_{00_{1, j+3}^{\prime}+}^{1} \\
& =g_{12+1 \%} \text {, } \tag{23}
\end{align*}
$$

where the quantities $Q, R, S$, and $T$ are as defined earlier.

In deriving the acceleration equation for the corner scalar flux at $\left(\frac{1}{2}, \frac{1}{2}\right)$, we use the system of $P_{1}$ equations, Eqs. (4), with $i=j=1$. After we introduce the DD approximation into the resulting balance equation and replace the first moments of $f$ at the cell center using the remaining two cquations, we obtain

$$
\begin{align*}
& 2\left[-D_{11} \frac{k_{1}}{h_{1}}\left(f_{000_{23}}-f_{00_{12}}\right)^{+1}-D_{11} \frac{h_{1}}{k_{1}}\right. \\
& \left.\times\left(f_{00_{1=}=}-f_{00_{1},}\right)^{l+1}-k_{1} f_{101=1}^{1+1}-h_{1} f_{01_{11 \%}^{l+1}}^{l+1}\right] \\
& +\sigma_{111} V_{11} f_{00_{11}}^{f+1}=\sigma_{s_{11}} V_{11}\left(\varphi_{50_{11}}^{f+c_{2}}-\varphi_{011}^{\prime}\right) . \tag{24}
\end{align*}
$$

Imposing the box-centered method approximations, Eqs. (8), and the boundary conditions, Eqs. (14) and (16), we find

$$
\begin{align*}
& {\left[Q_{11}+\lambda\left(k_{1}-h_{1}\right)\right] \int_{001,212}^{\prime 1}+\left(T_{11}-h_{1} \lambda\right) f_{1,1}^{f+1}} \\
& +\left(S_{11}+k_{1} \lambda\right) f_{100_{12},:}^{l+1}-R_{11} f_{0012}^{1+1} \\
& =\sigma_{311} V_{11}\left(\varphi_{00_{11}}^{i+1_{2}}-\varphi_{00_{11}}^{\prime}\right) . \tag{25}
\end{align*}
$$

The remaining boundary acceleration equations may be obtained easily operating in a similar fashion. This sel of equalions along with the diffusion equa tion, Eq. (9), result in a linear system where the number of equations is equal to the number of unknowns and overall to a complete DSA scheme.

## IV. NUMERICAL RESULTS

Here we shall consider a model problem to demonstrate the convergence of the discretized linear synthetic scheme and to illustrate the effectiveness of the acceleration equations at the boundaries associated with the optimum boundary conditions. The physicai system consists of a homogeneous square $L \times L$, with $L$ equal to 30 mfp , purely reilective boundary conditions on the left and bottom boundaries, vacnum boundary conditions on the right and top boundaries, and a flat source.

Test computations have been carried out for various quadrature approximations and scattering ratios c, without negative angular flux fixup. The mesh intervals $h_{i}$ and $k_{i}$ are altered from 1 to 15 mfp . For the reflecting houndariss, the choice of $\lambda=0$ in the boundary conditions is clear. For the vacuum boundaries, there are many ways that the parameter $\lambda$ can be assigned and the choice, it turns out, can affect the rates of convergence significantly. A pointwise convergence criterion of $10^{4}$ for the scalar flux is used. The DSA acceleration equations that arise from the boxcentered difference method are solved efficiently using standard iterative methods (e.g., symmetric successive
overrelaxation). The CPU time of the implemented acceleration scheme compared to the CPU time of the standard SI method for the model problem ( $c=1.0$ ) is reduced by a factor of $\sim 100$. For all cases tested, no convergence difficultics were encountered.

Primary characteristics and typical results for onr computations are given in Table I. The numerical results are for $c=1.0$ (worst case), $S_{8}$ quadrature set, and $h_{i}=k_{j}$, and they present the number of iterations required for convergence with increasing mesh size and different values of $\lambda$ including $\lambda=(n+1) / 3 n, n=$ $1,2, \ldots$ The stability of the proposed linear DSA method against mesh size for this problem is demonstrated. We find experimentally $\frac{1}{3} \leq \lambda \leq \frac{2}{3}$ to be the optimum range of the parameter $\lambda$. This result is in agreement with the linear extrapolated distances, ${ }^{16}$ which are used to obtain boundary conditions in diffusion theory. For $\lambda \geq 10$, the number of iterations required for convergence is constant, while as $\lambda$ approaches zero, the numerical scheme, as expected, becomes unslable. The presented results, including the choice of $\lambda=\frac{1}{9}$ as the optimum diffusion boundary parameter, remain consistent for all test computations performed.

Finally, we address the issue of the importance of an acceleration method supplemented with explicit boundary acceleration equations. In Table 1I, we compare the complete acceleration technique consisting of acceleration equations for interior and boundary net points, with a similar incomplete acceleration scheme that does not accelerate the scalar flux $f_{00}$ at the boundaries $\left(f_{t(1)}=0\right)$. Although both algorithms are convergent, the improvement to the convergence rate obtained with the complete acceleration method is significant. It is seen that the inefficiency of the incomplete acceleration scheme exists on coarse and dense grid systems.

Note that the convergence performance of the incomplete DSA scheme is identical with the convergence performance of the complete DSA scheme as $\lambda \rightarrow \infty$, which is a limit situation in the framework of the complete acceleration method.

## v. CONCLUSIONS

A study has been carried out for accelerating the zeroth moment of the angular flux at boundary mesh points in $x-y$ geomelry resulting in a complete DSA method. The main advantage of the present work is that the derived nine-point vertex-differenced diffusion equation and the six-point vertex-differenced boundary acceleration equations are consistent with the difference transport equation. The iteration-acceleration algorithm is independent of the mesh width and has proven to be stable for the model problem. The importance of providing accelcration equations at the boundaries, associated with the best choice ol the

TABLE 1
Number of Lterations Required for Convergence with Linear DSA Scheme for Varying Mesh Size and Boundary Condition Parameter $\lambda$

| $\begin{gathered} h \\ (\mathrm{mfip}) \end{gathered}$ | $\lambda$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\frac{1}{5}$ | $!$ | $\frac{1}{9}$ | \% | 4 | $\frac{1}{2}$ | $\frac{7}{3}$ | 1 | 10 | 100 |
| 1 | 11 | 10 | 6 | 5 | 4 | 5 | 6 | 6 | 9 | 10 |
| 5 | 19 | 13 | 7 | 5 | 4 | 5 | 6 | 8 | 11 | 11 |
| 10 | 24 | 14 | 7 | 5 | 4 | 5 | 7 | 8 | 13 | 14 |
| 15 | 27 | 14 | 8 | 5 | 4 | 5 | 7 | 9 | 14 | 14 |

TABLE 11
Convergence Performance of Linear DSA With and Without Acceleration of the Scalar Flux at the Boundaries

| Cell Width <br> (mip $)$ | Completc DSA <br> $(\lambda=\mathbf{8}$ <br> 9 | Incomplele <br> DSA |
| :---: | :---: | :---: |
| 1 | 4 | 12 |
| 5 | 4 | 13 |
| 10 | 4 | 14 |
| 15 | 4 | 14 |

boundary sondition parameter $\lambda$, has been demonstrated. The functions $w^{\prime}(\mu)$ and $w(\eta)$ that are involved in the computation of $\lambda$ can be chosen in an arbitrary way. Our conclusion that the DSA method becomes optimum for $\frac{1}{3} \leq \lambda \leq \frac{1}{3}$ is valid only for the DD discretc ordinates transport equation. However, our results indicate that any acceleration scheme that provides consistently differenced boundary mesh point equations for the discretized diffusion equation can be cxpected to be significantly more efficient without sacrificing stability.

Another interesting feature of the proposed scheme, which is periphera! to the main purpose of this paper, is that it is linear in its difference form. An issue that we intend to investigate in future work on this subject is the comparison of the proposed linear technique with the standard nonlinear technique.
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